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Abstract 
Cyber security has become a crucial component of the new digital age with more than 820 million users of internet in year 

2023 and social media users are expected to reach 82.3% from the total number of internet users by 2024. According to 

these figures, security systems are required to shield the public from phishing scams, which have a negative impact not 

only on financial resources but also on people's mental health by making them fearful to use the internet or surf. This 

drives efforts to find effective solutions for the issue. The swift alterations in phishing attack patterns necessitate constant 

improvement of existing phishing detection systems in order to effectively counter new and upcoming phishing attempts. 

This research aims to identify common characteristics displayed by phishing websites and create a model to 

identify them. The dataset was used to train a number of models, including the Random Forest Classifier, Artificial 

Neural Networks, and Principal component Analysis. Feature selection and clustering technique were also integrated to 

detect unknown attacks. The dataset was collected from Kaggle and contains information of 549,346 entries. RF attained 

the highest accuracy of 94%. 
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1. Introduction 

With the significant growth of internet usage, people increasingly share their personal information online. As a result, an 

enormous amount of personal information and financial transactions become vulnerable to cybercriminals [1].Phishing is 

a type of digital assault, which adversely affects people where the client is coordinated to counterfeit sites and 

hoodwinked to screen their touchy and private data which integrates watchwords of records, monetary data, ATM pin-

card data, etc. This growth can lead to the theft of users’ private information for malicious purposes. Phishing is one 

technique that can cause users to be redirected to sites with malicious content and steal all of their information [2]. 

PHISHING is understood to be a criminal attack on obtaining personal information, such as passwords and 

payment card information, through web pages or e-mails [3]. Webpage creators can easily make fake pages which are 

virtually identical to the original ones, so people can easily fall victim to them. An alarming sign is the availability of 

guides about how to make fake web pages directly on the internet, e.g. [4]. At the same time, online payments are 

increasingly being used and many other activities are being moved to the internet. For example, the transaction value of 

digital payments is expected to show a growth rate of 17.0 percent between 2020 and 2024 [4]. The number of internet 

users has grown 1,187 percent since 2000 and there are 4,648,228,067 internet users at this moment, which is 59.6 percent 

of the world population [4]. According to Proof point annual report of phishing attacks, Phishing attacks on the rise on 

2022 comparing to 2021 [5]. 

The report also stated that there is a gap in awareness and training to face phishing attack in organizations. Fewer 

than 60% of organizations deliver organization-wide training. Nearly 30% focus their efforts strictly on specific 

departments and roles, and another 15% are only concerned about specific individuals.  Fewer than 50% of organizations 

formally cover email-based phishing in their training programmers, and just 43% cover ransom ware. In comparison, 

more than 80% of organizations experienced at least one successful phishing attack in 2021, and nearly 70% dealt with at 

least one ransom ware infection. (See more on topics later in this section [5]. The following diagram shows the percentage 

of phishing attack in 2021 according to APWG annual report [5]. 
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Fig. 1 Results from APWG annual report [5] 

 

2. Method for Phishing 

The term “Phishing” which was also called brand spoofing, was first time in 1996 when the hackers created randomized 

credit card numbers using an algorithm to steal users' passwords from America Online (AOL) [1]. The following is 

phishing techniques: 
 

2.1 Spear Phishing 
Mass emails are sent to as many people as possible, spear phishing is a much more targeted attack in which the hacker 

knows which specific individual or organization they are after. They do research on the target in order to make the attack 

more personalized and increase the likelihood of the target falling into their trap. 
 

 
Fig. 2 Differences between phishing and spare phishing [6] 

 

2.2 Session Hijacking 

The phisher exploits the web session control mechanism to steal information from the user. The phisher can use a sniffer 

to intercept relevant information so that he or she can access the Web server illegally. 
 

2.3 Email/Spam 

The same email is sent to millions of users with a request to fill in personal details. 
 

2.4 Content Injection 

Is the technique where the phisher changes a part of the content on the page of a reliable website? 
 

2.5 Vishing (Voice Phishing) 

In phone phishing, the phisher makes phone calls to the user and asks the user to dial a number. The purpose is to get 

personal information of the bank account through the phone. Phone phishing is mostly done with a fake caller ID. 
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2.6 Smishing (SMS Phishing) 

Phishing conducted via Short Message Service (SMS), a telephone-based text messaging service. A smishing text, for 

example, attempts to entice a victim into revealing personal information via a link that leads to a phishing website. 
 

2.7 Malware 

Phishing scams involving malware require it to be run on the user’s computer. The malware is usually attached to the 

email sent to the user by the phishers. Once you click on the link, the malware will start functioning. Sometimes, the 

malware may also be attached to downloadable files. 
 

2.8 Ransom ware 

Ransom ware denies access to a device or files until a ransom has been paid. Ransom ware for PC's is malware that gets 

installed on a user’s workstation using a social engineering attack where the user gets tricked in clicking on a link, 

opening an attachment, or clicking on maladvertising. 

The remainder of this paper is organized as follows: Section 2 describes the related work and provides an 

overview of existing work. Section 3 describes the methodology used in this study in addition to the proposed method. 

The evaluation metrics are discussed in Section 4.  Finally, conclusion is presented. 
 

3. Related work  
Much research moves to use machine learning techniques for detecting phishing attacks effectively and few tried to mix 

between different techniques with machine learning to improve detection accuracy. The following section lists some of 

researches done in the field. 

Fatima Salahdine et. al. Proposed a phishing attack detection technique based on machine learning. They 

collected and analyzed more than 4000 phishing emails targeting the email service of the North Dakota University [3].  

Sundara p.  et. al. Examined the association of Machine Literacy routes in identifying phishing assaults and records their 

advantages and drawbacks [4]. 

Ala M. et. al. Proposed a detection model using machine learning techniques by splitting the dataset to train the 

detection model and validating the results using the test data, to capture inherent characteristics of the email text, and 

other features to be classified as phishing or non-phishing using three different data sets, After making a comparison 

between them, they obtained that the most number of features used the most accurate and efficient results achieved. The 

best ML algorithm accuracy was 0.88, 1.00, and 0.97 consecutively for boosted decision tree on the applied data sets [7]. 

Trivikram M. and NirNissima presented the first fully automated malicious email detection framework using deep 

ensemble learning to analyze all email segments (body, header, and attachments); this eliminates the need for human 

expert intervention for feature engineering the proposed framework’s results surpass state-of-the-art malicious email 

detection methods, including human expert feature-based machine learning models by a TPR of 5% [8]. 

Ameya Chawla analyzed some common attributes shown by phishing websites and develops a model to detect 

these websites. Various models where trained on the dataset like Random Forest Classifier, Decision Tree Classifier, 

Logistic Regression, K Nearest Neighbors, Artificial Neural Networks and Max Vote Classifier of Random Forest, 

Artificial Neural Networks and K Nearest Neighbors. Highest accuracy was achieved by Max Vote Classifier of Random 

Forest (max depth 16), Decision Tree (max depth 18) and Artificial Neural Network of 97.73% [9]. Wend-B et.al focused 

on determined the importance of the features by using cross validation as well as the correlation between features. They 

found that the Logistic Regression classifier had better accuracy for the best accuracy [2]. In [10] Mohammad N. et. al 

presented a study about phishing attack using machine learning techniques. They developed a model to detect the 

phishing attacks using machine learning (ML) algorithms like random forest (RF), decision tree (DT) and PCA.  

Authors [11] developed a detection approach for classifying malicious and normal webpages. The outcome of this 

study indicated that the value of true positive was higher rather than the false positive rate. In other study [12], authors 

proposed a Convolutional Neural Network (CNN) to detect a phishing URL. In this study, researchers employed a 

sequential pattern to capture the URL information. It achieved an accuracy of 98.58%, 95.46%, and 95.22%, respectively 

on benchmark datasets. 

Recently, R. Jayaraj et. al. Presents a study of Intrusion detection based on phishing detection with machine learning. 

They used hybrid ensemble feature selection techniques [15]. Van Geest et. al. Combined multiple models to enhance 

both the robustness and effectiveness of phishing detection. They introduce an innovative methodology for simulating 

bypass attacks on single-analysis base models. Their experiments demonstrate that the proposed hybrid framework 

outperforms individual models [16]. Another study done by R. Alazaidah, they considered two objectives. The first is to 

identify the best classifier that can detect phishing among twenty-four different classifiers that represent six learning 

strategies. The second objective aims to identify the best feature selection method for websites phishing datasets. Their 

results revealed the superiority of Random Forest, Filtered Classifier, and J-48 classifiers in detecting phishing websites 

[17]. 
 

4. Methodology 

4.1 Dataset Description and Representation 

The dataset was collected from the public and well-known repository Kaggle.com [13]. Datasets for both phishing URL 

detection and phishing Email were utilized for the study. The first dataset was called the phishing site predict dataset, and 

https://zkdx.ch/


Zhongguo Kuangye Daxue Xuebao 

48 | P a g e  

it contained 549,346 entries with two columns. The website links (URLs) are represented as the first attribute, while 

countries are represented as the second attribute. The website’s labels were classified into good or bad.  Another dataset 

serves in the same domain including 50 attributes and total of 10000 entries for phishing attack labeled as normal and 

phishing. The third dataset used for email detection using email subject. Table 1 denotes a small sample of the selected 

datasets. 
 

Table 1 Sample of selected datasets [14] 

 

 

 

 

 

4.2 Add dataset class 

As covered in the previous section, there is a still gap in phishing detection techniques in prior research. Most research 

focuses on using one machine learning techniques for detecting phishing emails, while few studies attempted to mix 

multiple mining algorithms to simplify multi-feature approach.  

In this research, the proposed frame work addresses the phishing problem and attempts to use multiple ML 

techniques to improve the accuracy of proposed model. Both classification and clustering techniques in addition to feature 

selection algorithm used to fulfill the required goal figure 3 below showed the proposed model stages.  
 

 
Fig. 3 The proposed Model 
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4.3 Using feature reduction Technique 

PCA is an unsupervised machine learning algorithm that attempts to reduce the dimensionality (number of features) of 

used dataset. This is done by finding a new set of features called components, which are composites of the original 

features that are uncorrelated with one another. PCA is one of the algorithms based on feature selection, also known as 

feature extraction. Feature selection works by selecting the right attributes and removing non-essential attributes to get 

good analysis results [14]. PCA used for reduces the dataset form 50 attribute to 18 attribute. The reduction done in three 

stages the first stage the algorithm reduces the features to 31 and the second reduces to 24 then the third stage reduces the 

features to 18 Feature but the model accuracy remains the same. Figure 4 below shows the PCA reduction result. 
 

 
Fig. 4 PCA Reduction result 

 

4.4 Using classification and clustering techniques 

In this stage the selected features are further input to classification algorithm after splitting to training and testing sets.  

For classification two algorithms are voted Random forest and neural networks based on the review done in previous 

studies. Random forest is an ensemble learning classification and regression method suitable for handling problems 

involving grouping of data into classes [18]. The algorithm was developed by Breiman and Cutler.  RF method has also 

been used to solve similar problem in the literature, such as in [19, 20]. Neural network is a mathematical model inspired 

by biological neural networks and one of famous techniques used for classifying phishing data [21]. This technique was 

also used in previous literature such as [22, 23]. Figure 5 and 6 shows classification results respectively. 
 

 
Fig. 5 RF Classification result using weka miner 
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The following tables (2and3) show the statistical result of using RF classification algorithm including TP, FP, and 

precision in addition to Confusion Matrix. 

 
Table 2 Detailed statistical Results for RF algorithm 

 TP Rate FP Rate Precision Recall F-Measure Class 

 0.929 0.038 0.950 0.929 0.939 Phishing 

 0.962 0.071 0.944 0.962 0.953 Normal 

Weighted Avg. 0.947 0.057 0.947 0.947 0.947  

 
Table 3 Confusion Matrix for RF Algorithm 

 Phishing Normal 

Phishing 1547 119 

Normal 81 2025 

 

 
Fig. 6 Neural Network classification result 

 

Fig. 6 shows the reached results of using neural network for classification with 

Detailed statistical results (Below table 4). 

 
Table 4 Detailed statistical Results 

 TP Rate FP Rate Precision Recall Class 

 0.714 0.201 0.730 0.714 Phishing 

 0.799 0.286 0.786 0.799 Normal 

Weighted Avg 0.762 0.762 0.762 0.762  

 
Table 5 Confusion Matrix for Neural network 

 Phishing Normal 

Phishing 100 40 

Normal 37 147 

 

From the result RF give more accuracy over neural network.  RF accuracy reaches 94% and neural network give 89%. 

Time taken to build RF model: 1.9 seconds in contrast to 43 seconds for NN. Based on this result the model will use RF 

for classification stage. 

Data spited to training and testing sets before fed to classifier the training percent will be 66% to 34% testing. The 

output from this step contains 2 classes “phish” and “normal” in addition to misclassified records. The number of 

correctly classified records are3572 compared to 200 incorrect classified records. Normal classified records including 

phishing records that are misclassified as normal were further input to clustering algorithm to identify newly suspicious 

URLs that doesn’t discovered in the previous stage. Clustering technique classify data based on similarity between its 

attributes. K-means algorithm is one of the simplest and popular unsupervised machine learning algorithms used for 

clustering purpose and previous research addressed the use of this algorithms in [24,25]. Based on previous research 

findings K-means used as the second stage in the proposed model. The result from clustering algorithm is two main 

groups of URLs as shown in the Table below. 
 

Table 6 Clustering Results 

Clusters Instances 

Phishing Cluster 140 

Normal  cluster 184 
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Time taken to build the clustering model is 0.01 seconds that considered as relatively low. Using the same algorithm with 

3 clustering group’s settings produce number of 17 records marked as not known or suspicious which is added to phishing 

group in case of two clusters. So, the user could revise the suspicious records whether it is phishing or normal. The 

reached results confirm the results of using another clustering algorithm expectation–maximization (EM) algorithm that 

concluding there is 17 records classified as unknown mean that it requires additional inspection. EM algorithm was used 

previously by Indu S. and  Rajni Jindal in [25], for detecting intrusive transactions in databases. Clustering results can be 

used for checking the newly undiscovered kinds of phishing attack. 

 

5. Results and Discussion 

Statistics computation such as True Positive, False Positive, True Negative, False Negative, Precision, F-score, Accuracy, 

and Recall were computed for each model. These statistics were used as a standard for comparison, and the best 

performing model picked based on these measurements.  Based on the listed results we find that using three stages model 

(feature reduction, classification and clustering) can enhance detection performance for phishing detection model.  

 

6. Conclusion 

Phishing is a crucial threat to individual’s data nowadays. Detection of phishing sites is actually a tiresome task, as the 

outcome phishers are actually quickly enhancing. To overcome the problem, researchers and specialists dealt with lots of 

methods and techniques, however it led to reduced prices of detection. The main contribution of the study is to use three 

mining stages to improve detection process. The area is an ongoing research area much research are still required to 

enhance not only detection but also detection performance. 
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