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Abstract 
Higher education contributes to knowledge creation, and the enhancement of essential skills. Despite its crucial role, 

dropout rates in higher education affect all universities globally, impeding the effective transmission of knowledge and 

skills to learners. Hence, this study aims to predict the dropout rates in higher education institutions by using Bayesian 

modelling of Weibull distribution.  

This study utilized a quantitative research design. To ensure representativeness across different university and 

colleges, 27 colleges were randomly selected. The Bayesian model of the Weibull distribution emerges as an acceptable 

model for predicting dropout rates. The model is validated using graphical methods such as P-P and Q-Q plots, 

Kolmogorov-Smirnov, Anderson-Darling, and Cramer-Von Mises tests. In Bayesian modelling, the MCMC simulation 

method is implemented using the Stan package. Model accuracy is evaluated through trace plots, ergodic mean plots, 

autocorrelation plots, BGR plots, n_effect, and Rhat. Ultimately, Bayesian modelling of the Weibull distribution emerged 

as an alternative model for prediction. 

The study predicts a dropout rate of approximately 26%, indicating that one in every four students annually drops 

out of higher education in Nepal. This finding poses a significant challenge to both Nepalese universities and the higher 

education system of Nepal. 
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1. Introduction 
Higher education is crucial for the creation, dissemination, and development of knowledge and skills. Universities are 

deeply committed to fostering the development of these competencies in their students. However, during this process, 

some students permanently leave their educational institutions, which continues to be a significant challenge in the field 

of education (Lacave et al., 2018; Subedi, 2022;). Student dropout is a widespread concern across all universities, leading 

to economic losses, social consequences, and potential psychological challenges for students. Likewise, inadequate 

orientation; desired job opportunity; university admission pathway;  academic adjustment; time management; study 

technique; family characteristics; inconsistency between prior knowledge and university studies (Chauhan, 2008; 

Lassibille & Navarro Gómez, 2008; Paura & Arhipova, 2014; Perchinunno et al., 2021; Stăiculescu & Elena Ramona, 

2019). As a result, it is a key metric for evaluating higher education institutions and has drawn significant attention from 

both educators and policymakers (Aulck et al., 2017). This issue is particularly increasing in Nepalese university. Various 

factors have contributed to this issue, including dissatisfaction with the current educational system, limited availability of 

part-time employment opportunities during studies, and insufficient job prospects after graduation. To address the 
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prevalent issue of dropout rates, the University Grants Commission (UGC) has launched an initiative for entrepreneurship 

and self-employment. As part of this initiative, the UGC provides seed money as loans to 50 students annually, with a 

broader goal of reaching 500 students per year. Additionally, some colleges have established incubation centers to foster 

entrepreneurship and self-employment among their students (UGC, 2024). However, a significant number of students 

remain underserved by these programs. So that, it is emerging issue in Nepal therefore, various approaches and 

techniques have been applied to understand and predict dropout rates by different researcher. Some research efforts have 

relied on the creation of surveys or questionnaires for students, followed by the application of descriptive statistics to 

analyze the data. However, these methods often struggle to accurately predict students dropping out, resulting in 

inefficiencies and limited effectiveness (Kostopoulos et al., 2015). Even when at-risk students are identified, it is 

frequently too late to prevent dropout. Therefore, the prediction and prevention of dropout, particularly in Nepalese 

University, employed the Bayesian modelling of Weibull distribution.  

Bayesian analysis has emerged as a valuable tool for understanding student dropout in higher education. Several 

studies have utilized Bayesian techniques to identify dropout rates and the factors contributing to them. A study like as 

Bayesian techniques to identify factors contributing to dropout rate in Mexico’s higher education system (De La Cruz et 

al., 2024). This model employed to uncover patterns and influences on dropout rates. Similarly, Bayesian analysis of the 

Exponentiated Weibull Weibull distribution has been used to predict the student dropout rate. It is a probabilistic 

approach to analyzing complex datasets and providing educational institutions with valuable insights to address the 

decrease of student. Findings revealed that the median dropout time, estimated using this distribution, indicating that 

instructors should monitor student attendance closely during this period (Alzahrani, 2024). 

In another study, Bayesian methods were applied to analyze factors influencing dropout rates in computer science 

programs, with results showing that the best-fitting model was obtained using these probabilistic approaches (Lacave et 

al., 2018). Additionally, a Bayesian network model was used to predict dropout times and graduation rates. The study 

suggested that graduation rates could be predicted based on factors such as religious affiliation, the proportion of students 

enrolled full-time, socioeconomic status, enrollment size, and institutional revenues and expenditures (Crisp et al., 

2018).However, notable literature on modelling of student dropout in Nepal is scarce. Therefore, this study aims to apply 

Bayesian Modelling of Weibull distribution to predict student dropout rates. 

The motivation for this study lies in the strength of Bayesian modelling and the flexibility of the Weibull distribution. The 

use of Bayesian methods allows for the incorporation of prior knowledge and uncertainty, offering a probabilistic 

approach that is well-suited to the complex nature of educational data. The study ultimately provides the critical 

methodology of predictive tools to better understand and manage dropout rates. Also, this study seeks to provide valuable 

insights into the student dropout rates in Nepalese universities.  Furthermore, in sections 2 and 3, we present the 

methodology and analysis of data; in section 4, we discuss the findings of the study, while in section 5, we present the 

conclusions of the study. 

 

2. Material and Method 
2.1 Study Design  

A quantitative, cross-sectional research design was adopted for this study. Bayesian modelling of the Weibull distribution 

was employed to predict student dropout rates within higher education institutions of a Nepalese university.  

 

2.2 Weibull Distribution 

The Weibull distribution, a positively skewed two-parameter distribution, is widely applicable due to its enormously 

versatile (Garrido et al., 2021). Such a skewed distribution has been used in modelling in various areas, including 

engineering, actuarial science, environmental science, medical science, biology, demography, economics, finance, 

survival data analysis, dentistry, telecommunications, and other application areas (Dhungana & Kumar, 2022).  
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The common types of hazard function are monotonically increasing, bathtub shaped, monotonically decreasing, inverse 

bathtub shaped, J shape and constant hazard function (Lawless, 2011). (Figure 1) 

 

https://zkdx.ch/


Zhongguo Kuangye Daxue Xuebao 

50 | P a g e  

 
Fig. 1 Probability density function (left panel) and hazard rate function (right panel) 

 

2.3 Parameter Estimation  

We used the maximum likelihood estimates (MLEs) to determine the model parameters and asymptotic confidence 

intervals. Let,  1, , nx x x observed sample from a distribution with probability density function (2), the likelihood 

function ( , )  is given by, 

 
Which is equivalent to log likelyhood function, 

 

 
To estimate the parameters, the maximum likelihood estimation technique was employed by partially differentiating 
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Furthermore, the asymptotic normality of MLEs, approximate100(1 )%  confidence intervals of ,  can be 

constructed as: 
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2.4 Bayesian Modelling of Weibull distribution 

The Bayesian model is constructed by specifying the prior distribution for the model parameters  and , and then 

multiplying with the likeyhood function to obtain the posterior distribution function. 

 Probability model: ( / , )f x     

 Prior distribution: ( , )p    

 Data:  1, , nx x x  

1 1

1

ln( )
ln ln

n n

i in
i i i

i

x x
xn



    
 



   
    
       

     
   
   

 


1

ln( ) 1 n
i

i

xn


 

    

  
     

  


https://zkdx.ch/


Zhongguo Kuangye Daxue Xuebao 

51 | P a g e  

 

The posterior distribution is, 

 

 

 
 

2.5 Prior Distribution 

In Bayesian approach,    p p  as prior distribution. Commonly, the prior distribution are categories as; non-

informative priors, a subjective prior, informative prior, and conjugate priors (Depaoli et al., 2020). There was no unique 

method to select the best prior distribution (Udomvisawakal, 2021). However, the dataset is positively skewed, and the 

dropout rate shows an increasing trend in Nepalese higher education, as international universities are preferred by 

Nepalese students. Therefore, the researcher selects an informative prior in the form of a gamma distribution, which 

reflects the underlying characteristics of the dataset. 

So that, 𝛼 ∼ 𝐺(𝑘1,𝜃1). 𝛽~𝐺(𝑘2, 𝜃2); having the pdf, 
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2.6 Posterior Distribution 

Combining the likelihood function with prior via Baye’s theorem yield the posterior proportionality as, 

 

 
 

The posterior distribution is clearly complex for analytical inference. Therefore, we propose using the Makov Chain 

Monto Carlo (MCMC) method to simulate samples from the posterior, so that sample-based inference can be easily 

drawn. 

 

2.7 Makov Chain Monto Carlo (MCMC) 

MCMC is a widely used method for estimating parameters and obtaining better approximations of the target posterior 

distribution. Among its various techniques, we employ the No-U-Turn Sampler (NUTS), an extension of Hamiltonian 

Monte Carlo (HMC), for this study (Hoffman & Gelman, 2014). The NUTS algorithm is implemented in the Stan 

package in R, or rstan (Stan Development Team, 2023). 

 

2.8 Data Collection Technique 

This research was conducted in Chitwan district of Nepal, where 47 colleges are located. Among them, 7 are constituent 

colleges, 17 are community colleges, and 23 are private campuses affiliated with different universities (UGC, 2024). To 

ensure the representativeness of different universities and college types (constituent, community, and private) of Nepal, 

27 (57.44%) colleges were randomly selected.  

This study focused on investigating dropout rates in master's and bachelor's degree programs at various colleges. 

Data was collected from the administrative departments of these institutions for the academic years 2020/2022 and 

2021/2023 for master's programs, and 2018/2022 and 2019/2023 for four-year bachelor's programs. 

Dropout students were defined as those who enrolled in a college or university in the first intake but did not 

submit the final exam form at the end of the year/semester/trimester. This indicated a discontinuity in their academic 

pursuits. Hence, total dropout student was found of each year/semester/trimester and aggregated the total number of 

dropouts for each program. To ensure data accuracy, students who transferred from one college to another were excluded 

from the dropout analysis. Data was collected as following flow diagram (Figure 2). 
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Fig. 2 Flow diagram of data collection procedure 

The dropout rate (̂ ), was defined as the proportion of students who left the course before completing their degree. 

Therefor, 
 

Students who permanently left the college without completing their own degree
100

Total number of intake of students  in
ˆ

  first year, semester, or trimester
 


             (12) 

 

3. Data Analysis 
3.1 Descriptive Data Analysis 

Based on analysis, the overall dropout rate was 37.84% (95% CI: 36.1% - 39.6%). Moreover, the findings revealed that 

the humanities discipline had a higher dropout rate of 40.04%, while bachelor’s degree programs experienced a dropout 

rate of 39.50%. Specifically, Pokhara University exhibited a comparatively lower dropout rate of 29.94%. In contrast, the 

annual program showed a significantly higher dropout rate of 48.07% compared to semester and trimester programs. 

(Table 1). 
 

Table 1 Dropout Rate of students according to program, university, academic level 

Characteristics Dropout Rate 95% Confidence Interval 

Total Dropout Rate 37.84 36.1 - 39.6 

University   

Tribhuvan 38.26 36.40-40.16 

Pokhara 29.94 23.51-37.27 

Purbanchhal 38.86 32.25-45.80 

Level of Program   

Master 32.20 28.69-35.87 

Bachelor 39.50 37.50-41.54 

Faculty   

Science and Technology 31.61 26.88-36.64 

Management 38.65 36.21-41.12 

Humanities 40.07 35.98-44.27 

Education 37.54 31.98-43.36 

Program   

Annual 48.07 45.63- 50.50 

Semester/trimester 25.08 22.76- 27.50 
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3.2 Analysis by Weibull Distribution 

3.2.1 Exploratory Data Analysis 

Exploratory Data Analysis (EDA) was a vital step in the analysis, involving the examination and summarization of the 

primary characteristics and patterns in the dataset (Camizuli & Carranza, 2018). The mean and median were found to be 

28.34 and 23.75, respectively (Min = 2.13, 1Q = 15.69, 3Q = 41.55, Max = 58.68). The box plot revealed that dropout 

rates varied from the median to the third quartile compared to the median to the first quartile. The histogram, kernel 

density plot, box plot, and numerical summary from the EDA suggested that the data deviated from the normality 

assumption. The TTT plot exhibited a bathtub-shaped curve, which is a common term in reliability engineering and 

hazard modelling. From the exploratory data analysis, the shape of the data was positively skewed (Figure 3). 

 
Fig. 3 Histogram with kernel density (left), box plot (middle) and TTT plot (right) panel 

 

3.2.2 Parameter Estimation 

The estimated parameters and their corresponding standard errors were obtained using the maximum likelihood 

estimation method with the "BFGS" method in the R in maxlik package (R core team, 2023). After, the estimation, we 

observed that both shape and scale parameters were statistically significant (p-value<0.001). In proposed Weibull 

distribution   is shape parameter and   is scale parameter.  The coefficient of  =1.95  1 2   indicate the 

increasing the hazard rate. This finding revealed that the dropout rate increased over time, suggesting that students were 

more likely to drop out as they progressed through their studies.  Likewise, the coefficient of  =31.96 indicating that the 

dropout rate continued over a long time period. The higher the value of   suggested greater resilience among students 

initially, with an increased risk of dropout occurring only after a certain point (Table 2)(Lawless, 2003; Bishop & Dey, 

2005).  
 

Table 2 Estimated parameter value with standard error 

Parameters Estimated Value Standard Error (SE) p-value 

  1.95 0.24 <0.001 


 

31.96 2.81 <0.001 
 

3.2.3 Validation of Model 

Furthermore, P-P and Q-Q plots demonstrated that the theoretical distribution and empirical distribution were closely 

aligned (Figure 4). Likewise, Kolmogorov-Smirnov (D = 0.10057, p-value = 0.419), Anderson-Darling test (An = 0.5475, 

p-value = 0.6979), Cramer-von Mises test (Ω2 = 0.095922, p-value = 0.6074) of proposed distribution reveled that model 

was perfectly fitted in a given data set. Based on these findings, the Weibull distribution was recommended as the best 

model for predicting the dropout rate.  

 
Fig. 4 P-P plot (left panel) and Q-Q plot (right panel) for model validation 
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3.3 Analysis of Bayesian Model of Weibull distribution 

3.3.1 Model Analysis 

The model was executed to generate two Markov chains, each chain consisting of 5,000 samples, with the first 1,000 

samples used for warm up. To draw the posterior sample, firstly we take prior distribution 𝛼 ∼ 𝐺 (2.0,0.1) and 𝛽 ∼ 𝐺 (2.0,0.1). 

Therefore, posterior sample drawn from first chain  ( ) ( )

1 1, , 1,2,...5000j j j   to second chain  ( ) ( )

2 2,j j 

, 1,2,.....5000j  . Initially, we extracted the posterior samples and then tested for convergence using trace plots, ergodic 

mean plots, and autocorrelation plots. Additionally, we measured the effective sample size (n_eff) and Rhat. 
 

3.3.2 Convergence diagnostics 
Trace Plot: Figure 5 illustrates the sequential manifestation of model parameters, revealing oscillations around a 

horizontal line without any trend. This observation suggests that the Markov chain is most likely to be sampling from the 

stationary distribution and exhibiting satisfactory mixing properties. 

 

 
Fig. 5 Sequential realization of the parameter  and    

 

Running Mean (Ergodic mean) Plot: We create a time series plot, indexed by iteration number, illustrating the running 

mean for each parameter within the chain. The running mean is derived by computing the mean of all sampled values up 

to and including the iteration under consideration. The discerned convergence pattern, evident in the ergodic average, 

signifies the convergence of the Markov chain (Figure 6). 
 

 
Fig. 6 The Ergodic mean plot of   (left panel),   (right panel) 

Autocorrelation: The graph of autocorrelation is almost negligible; hence we consider an independent sample from the 

posterior distribution (Figure 7). 
 

 

Fig. 7 Auto correlation of posterior sample of ̂  (left panel), ̂  (right panel) 
 

Brooks-Gelman-Rubin (BGR) diagnostic: The Brooks, Gelman, and Rubin convergence diagnostic is designed to assess 

the convergence of two or more parallel chains, each initialized with over dispersed starting values relative to the target 

distribution. The finding reveled that convergence is indicated when the line approaches 1. As shown in Figure 8, 

convergence is achieved, allowing us to proceed with obtaining the posterior summary statistics. 
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Fig. 8 BGR convergence diagnostic of ̂  (left panel), ̂  (right panel) 

3.3.3 Posterior Analysis 

The numerical summary of
    1 1,

j j
  ;j=1,2,…,5000 from chain 1 and

    2 2,
j j

  ;j=1,2,…,5000 from chain 2 were 

presented in Table 3. The MCMC results for the proposed distribution included the posterior mean, standard deviation, 

first quartile, third quartile, 2.5th percentile, 97.5th percentile, number of effective sample size (n_eff), and the estimated 

potential scale reduction statistic (Rhat). The interpretation of n_eff indicated that all parameters had an effective sample 

size for estimating the posterior mean exceeding 10% of the total sample size, reflecting sampling efficiency. The analysis 

showed that the samples provided effective information for parameter estimation. Additionally, the Rhat values below 1.1 

confirmed the convergence of the chains, validating the reliability of the MCMC results (Table 3). 

 
Table 3 Numerical summaries based on MCMC sample of posterior characteristics 

Characteristics 
Chain 1 Chain 2 

  
 

  
 

Mean 1.9585 32.0972 1.9651 31.9291 

SD 0.2359 2.6596 0.2417 2.6721 

2.5
th

 Percentile 1.5219 27.2776 1.5261 26.8527 

First Quartile 1.7919 30.3484 1.7927 30.0695 

Median 1.9561 31.9426 1.9540 31.8436 

Third Quartile 2.1127 33.8063 2.1233 33.6541 

97.5
th

 Percentile 2.4510 37.8194 2.4659 37.3712 

n_eff 5593.7878 5314.6984 5593.7878 5314.6984 

Rhat 0.99989 1.0005 0.99989 1.0005 

 

Interpretation of Posterior Finding: In accordance with Chen and Shao, posterior parameter estimates were computed, 

yielding estimated values of ̂ =1.9634 and ̂  = 32.0560. The findings revealed that the shape parameter of the Weibull 

distribution (̂ > 1) suggested an increasing hazard rate, indicating that the dropout rate increased over time. In other 

words, students were more likely to drop out as time progressed. Similarly, the posterior estimate ( ̂  = 32.0560) 

indicated that the dropout rate exhibited a relatively wide spread. Additionally, a 95% symmetrical confidence interval 

and a 95% Highest Posterior Density (HPD) interval were derived for each parameter (Chen & Shao, 1999). The 

calculated posterior likelihood associated with the model was -171.886325 (Table 4). 
 

Table 4 Posterior Estimated parameter value with 95% symmetric and credible intervals 

Posterior parameters ̂  ̂
 

Estimated Average value 1.9634 32.0560 

95% Credible Interval 1.5109, 2.4629 26.9204, 37.5100 

95%HPD Credible interval 1.4704, 2.4183 26.8625, 37.40411 
 

Furthermore, a visual summary was created using density plots with histograms for each model parameter. This summary 

includes estimated parameter value and their associated 95% HPD intervals. The resulting visual summary serves as a 

diagnostic tool, providing insights into the shape and characteristics of the posterior distribution. This analysis aids in 

assessing the underlying assumptions of normality (Figure 9). 
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Fig. 9 Marginal posterior density, 95% HPD interval of ̂  (left panel), ̂  (right panel) 

 

We utilized a graphical approach to compare Bayesian estimates with MLEs. Figure 10 (left panel) presents the density 

functions ˆˆ( / , )f x   derived from the MLEs and the Bayesian estimates with posterior means, 
th th th2.5 ,25 ,75 and 

th97.5 quantile using MCMC sampling of
    1 1,

j j
  ;j=1,2,…,5000. From the figure, it is clear that the MLEs and 

Bayesian estimates align closely, both providing a good fit to the data. Similarly, we plot the reliability function of 

proposed distribution which has also provided a meaningful benchmark. The figure illustrates that the reliability estimates 

obtained via MCMC closely match the empirical reliability estimates, further validating the model's effectiveness (Figure 

10, right panel). 

 
Fig. 10 Comparison with MLE and Bayesian estimates of posterior finding by density plot (left panel) and reliability plot (right panel) 

 

3.4 Prediction of Student Dropout Rate 

Based on the above-mentioned criteria, the Bayesian modelling of the Weibull distribution proves to be effective for 

predicting student dropout rates. To facilitate dropout rate predictions, we proposed generating random samples from the 

random deviate generation function of the specified distribution. The random deviate generation function for the proposed 

model is,  

 
1

ln(1 ) ;0 1x u u    
 .            (13) 

We predict the dropout rate using the estimated parameter values applied in the random deviate generation function for 

the future of higher education institutions in Nepal from the MLE as well as Bayesian modelling. The average dropout 

rate is 27.63 % from the MLE (Min = 3.612, 1Q = 16.087, Median=24.315, 3Q = 38.076, Max = 66.774, SD = 15.049) % 

and 26.75% from the Bayesian modelling (Min = 3.379, 1Q = 14.400, Median=25.074, 3Q = 34.805, Max = 67.021, SD = 

16.068) %. As a result, the predicted values from both techniques were closely aligned, with a difference of no more than 

1%. The findings from the EMIS report for 2021/22 of the UGC indicated that approximately 579,488 students were 

enrolled in higher education institutions across Nepal (UGC, EMIS report, 2024). Our study predicts that the dropout rate 

is 26.75%, suggesting that around 1, 55, 013 students/year are discontinuing their studies before completion. This 
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projection highlights that nearly one in four students/year leaves higher education prematurely. This significant dropout 

rate has serious implications for the country, particularly in terms of the loss of human capital. Therefore, to address this 

issue, it is crucial to understand the underlying reasons why students are leaving higher education prematurely. By 

identifying the factors contributing to the dropout rate, policymakers and educational institutions can develop targeted 

strategies to improve retention. 

 

4. Discussion  
This study utilizes Bayesian modelling of the Weibull distribution to predict student dropout rates. This approach aligns 

with existing research that has applied Bayesian methods for similar purposes, such as analyzing university dropout rates 

in Mexico (De La Cruz et al., 2024). Additionally, Bayesian analysis of the Exponentiated Weibull distribution has been 

employed to predict dropout rates in online class module (Alzahrani, 2024). Likewise, non-Bayesian models have also 

been used for dropout prediction. For instance, Rabelo & Zárate (2024) utilized an ensemble model combining Logistic 

Regression, Neural Networks, and Decision Tree methods to predict dropout rates among higher education students. 

Similarly, Niyogisubizo et al. (2022) proposed a novel stacking ensemble model that combines Random Forest (RF), 

Extreme Gradient Boosting (XGBoost), Gradient Boosting (GB), and Feed-forward Neural Networks (FNN) to predict 

student dropout rates in university classes. Hence, in available literature demonstrate that both Bayesian and non-

Bayesian methods have been explored for dropout prediction. However, for accurate dropout rate predictions, the validity 

of the model is crucial. In this study, the proposed Weibull model was validated through several statistical tests and 

diagnostic checks. Goodness-of-fit tests such as the Kolmogorov-Smirnov test, Anderson-Darling test and Cramer-von 

Mises test were conducted, alongside visual inspections using P-P and Q-Q plots. Additionally, the Bayesian model was 

validated using diagnostic tools such as trace plots, running mean (ergodic mean) plots, autocorrelation plots, and Brooks-

Gelman-Rubin (BGR) diagnostic plots. Metrics like the effective sample size (n_eff) and Rhat values were also checked, 

ensuring model convergence and reliability. The results of these diagnostics indicate a strong fit between the model and 

the data, affirming the proposed model's effectiveness in predicting student dropout rates. Thus, this study demonstrates 

that the validated Bayesian Weibull model provides an accurate and reliable framework for predicting student dropout 

rates. 

The proposed model predicts that the dropout rate in higher education in Nepal is at least 26% i.e., one in every 

four students/year are dropout in higher education. This aligns with some studies, while other research indicates varying 

dropout rates across different countries and contexts. For instance, in Italy, the dropout rates were 12.2% for bachelor's, 

6.2% for master's, and 7.4% for combined programs (Perchinunno et al., 2021). At the University of Agriculture in 

Latvia, dropout rates ranged from 24.3% to 51.6% across various faculties by the end of the first academic year 

(Paura&Arhipova, 2014). In London, dropout rates varied between 15% and 18% over several years (Bennett, 2003). 

Brazilian undergraduate courses had an average dropout rate of 17%, predicted using a unit ratio-extended Weibull family 

model(Peña-Ramírez et al., 2023). In Catalonia, dropout rates ranged from 28% to 33%, prompting efforts to improve the 

educational experience for both students and teachers (Gairín et al., 2014). Spain witnessed a 40% dropout rate among 

students (Lassibille& Navarro Gómez, 2008). In Germany, dropout rates vary by discipline, with 33% for bachelor's 

degrees, 30% for language and cultural studies, 27% for law, economics, business administration, and social sciences, 

39% for mathematics and natural sciences, and 36% for engineering. Agricultural, forestry, and veterinary sciences had a 

dropout rate of 30%, while human medicine and health sciences faced a 28% dropout rate (Heublein, 2014). Similarly, 

Nilkantha Multiple Campus in Nepal reported a significant dropout rate of 50.26% at the bachelor's level (Subedi, 2022). 

Hence, the current study covers institutional dropout in higher education in Nepal. The factors behind the dropout such as 

the lack of part-time job opportunities for students, difficulty securing employment after graduation, job market 

discrimination, and an education system focused on theory rather than practical skills contribute to high dropout rates. 

Students often find it challenging to secure a sustainable job with a low salary after completing their degree. Additionally, 

many students choose to study abroad due to the perceived value of foreign degrees and the potential for higher income 

due to favorable exchange rates, contributing to the prevalent issue of brain drain in Nepalese society. Moreover, higher 

education institutions in Nepal face significant challenges with student dropout, often due to dissatisfaction with the 

education system or the pursuit of better opportunities abroad. Therefore, it effectively conveys the importance of 

government intervention to address the issue of dropout and suggests potential strategies to prevent it, such as identifying 

at-risk students and providing them with additional academic support, counseling services, or financial assistance to 

students. 

 

5. Conclusion and Recommendation 
To predict the dropout rate of higher education, Bayesian Modelling of Weibull is employed. The Weibull probability 

distribution utilized the maximum likelihood technique, while Bayesian analysis employed the MCMC technique with the 

NUTS algorithm. To perform Bayesian analysis by numerically and graphically used Gamma informative priors. Various 

posterior predictive diagnostic criteria were tested to accesses the predictability of the model. Hence, Bayesian modelling 

of Weibull distribution is an alternative model for prediction the educational data like as student’s dropout rate.   

The posterior distributions were then utilized for predicting the student’s dropout. The study predicts the dropout 

rate of approximately 26% (one in every four student/year) among higher education in Nepal which is challenge to 
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Nepalese universities and the higher education system of Nepal. These findings explore the issue of dropout in higher 

education institutions in Nepal and suggest that the government and policymakers develop strategies to control dropout. 

Furthermore, the study recommends future research to explore the factors contributing to dropout in greater depth. 
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